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Abstract The process of creating a user-friendly interface is considered one of the most important processes that may catch the glimpse of the eye. Creating a user interface is a challenging topic that enables the end-users to interact with the internal system. This thesis focuses on designing and placing controls on a given form, this can resolve the shortage of the experienced programmers of the front end and reduce the time and effort of the implementation. The main contribution of this research is to present a smart case tool algorithm to create a graphical user interface by using a novel pattern recognition approach. This is applied based on machine learning by recognizing the hand drawing. The algorithm is applied to recognize a specific set of controls such as: Textbox, Picture Box, Button, and Checkbox. The conducted experiments have revealed promising results for the future of the front end implementation. Regular users are able to create user interfaces without being familiar with the code and with less time and effort.  
Keywords: Smart CASE Tool, Hand Drawing Recognition, Handwriting Recognition, Gesture Features, Graphical User Interface, Machine Learning, Features Detection, Features Recognition. 


