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الإهداء

إلى... النخلة التي ألَّفْتَ روحي
إلى... الجذع الذي حملنا معاً مكاناً وشامخاً
إلى كلٍّهما وهما يحملان على أكاسياتهم وبحقان بي بعيداً نحو سماء النجاح
لك وانت تجد في غرسي داخل رحم الحياة
لك وانت تتمضين بي مراراً وتناوهي فرصة البدايات الجديدة على اعتاب النهاية
لكما وانتما تتجاربان الكأس فارغًا تسدقياً ينابيع الحب
أمي... أبي

ولتلك الروح التي علمني بأن الحضور قد يعني الفيائل المكتمل أو الرحيل الأبدى الذي للاقطاعاً غوادة ولايشود نبض
لروحك جدتي

إلى كل من محتشي الدفء في صناع الغربة ويُزغ قمرأناً تحالكت في عيني النّا

أهدي هذا الاجتهد
شكر وإمتنان

(رب أورغَني أن أشكر نعمتك اللي أعلم علي وعلي وليذويو أن عمل صالحًا فرضه وأدخلني
برحمتك في عداد الصالحين) (91) النمل

أشكر الله الذي أستغنى على بفوف نعه وواسع توفيقه وكريمه

ولمشرفي واستاذي الجليل الدكتور "عباش الحروب" الذي انتهت من مناهج علمه ومعرفته دون مثل منه أو كلونه الذي
غمرني بفوف ثقه وتشجيعه الذي كان عكازي في اشد لحظات التردد وأعى مراحل الضغط

كل من اشعر قيسا للعلم في دربي .. استاذتي الأفضل

لعائلتي التي مبارحت ان تكون لي سند شدة وداعما

احباني واصدقاني وكل من وقف معي لتحقيق حلمي والتشديث به

واخيرا للروح التي تسكن اعماقي ولم تضجه عواصف اليأس ولم تثثها غيوم التفاوض والعجز .
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Abstract

Big data faces many challenges in various aspects that appear through characteristics such as: volume, velocity, and variety; big data processes and analysis challenges acquiring quality information to support accurate decision-making values. Health care produces large amount of data by follow up the patients. This data can be used for diagnosing, detecting abnormal behavior and decision-making. Nevertheless, in critical fields that are directly related to human health care, the data must be treated in manner to overcome unwanted medical actions related to Big Data. Diabetics Big Data is rich in medical details, due to the frequency of updating case, and rich in gaps and unwanted data as well. Therefore, precise work on big data makes the diagnoses prediction of diabetics in terms of risk level possible. This prediction helps the doctor to overcome the ambiguous problem of the case in future and predict the optimal treatment at early stage of the case. In this work, an approach is proposed to pre-process the benchmark dataset UCI and select the correlated features based on target attribute. Fuzzy C-Means is used to values clustering and Support Vector Machine (SVM) is used for classification as well. Clustering and classification techniques are used to increase the clarity of data to enrich the rules that will be generated from dataset. Risk Matrix was proposed to represent rules of three levels of diabetes (low, high, medium), and use Risk Matrix to train deep learning and build an expert system that can predict the risk level automatically. The approach is tested in the fourth layer using the evaluation Metrics of machine learning algorithms. The approach experiments use Diabetes patient data and symptom in rapidminer tool. This approach Achieved 97.8% accuracy to automatically predict the level of risk and can be applied at the field of health care to target diabetic patients at variant levels of risks and provide customized care to reduce the re-admission rate.
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